
1.

2.

One Model To Learn Them All 

MultiModel multi modal multi tasks model

convolutional blocks

dilated convolutional layer / filter
respective field

weight 0 0 1-dilated
3*3 2-dilated 1-dilated 7*7 4-

dilated 1-dilated 2-dilated 15*15

wavelet dilated conv

depthwise separable convolution 
channel

extreme Inception 1*1 con pointwise
channel channel channel



3.

1.

depthwise separable convolution separable convolution depthwise
pointwise

convstep separable dilated convolution hidden2 hidden4
residual dropout

attention blocks
multi-head dot-product attention
multi-head dot-product attention mechanism attention



target data embedding timing embedding
dilation conv multi-head self-attention source data embedding

pointwise conv multi-head attention
target target query source source key and value attention



2. timing
timing target data [batch_size, time_step,  
hidden_size] sample time step t hidden 2d

2d+1 sin cos hidden sin
cos d t



3.

4.

Mixture-of-Experts Blocks 
expert blocks

Encoder and Mixer and Decoder
input encoder encoded inputs I/O Mixer encoded outputs

Decoder concat attention
target conv

long term dependencies
The shorter these paths between any combination of 

positions in the input and output sequences, the easier it is to learn long-range 
dependencies.

 




